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SECTION |
L INTRODUCTION AND SUMMARY

1.1 Overview

The task of signal processing in advanced avionic weapon sys-
tems is to abstract megabits-per-second sensor information into
a manageable basis for decision making. Reduction of system size,
cost and power, and increase of reliability requires exPloitinq the
latest technology. Operating mode flexibility is equally import-
ant for extended visibility into the environment, for perfor-

mance improvement, for faster reaction time, or for lower ECM
vulnerability.

This study defines a micro signal processor design based on

maximum use of "off-the-shelf" IC functions, supplemented by spe-
cial personalizations of standard arrays. A top-down analysis
was employed and involved the following tasks:

1) A functional analysis of signal processing
tasks at the algorithm and processing task

level

2) A performance analysis of representative
tasks

3) A state-of-the-art review of industry LSI
micro processor development

4) A detailed functional definition of the
hardware and software aspects of micro
signal processor circuit elements

5) A simulation of the approaches defined
above

it

6) A circuit technology review to isolate
trends, and
7) A development plan

P = ————
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An outline of the analysis results in presented in Table 1.
A simplistic view of the micro signal processor parts is presen-
ted in Figure 1. Sections 1 and 2 of this report will delve
into the nature of these elements in more detail.

SYSTEM ARITH. DATA DATA DATA
1/0 BUS MACRO IN BUS; IN BUS, I/O ADDRESS :
CONTROL ARITHMETIC DATA
GENERATOR PIPELINE MEMORY
| LARITH.MACRO ‘ l : :
DATA ADDRESS ARITH DATA DATA
DATA BUS MACRO OUT BUS OUT :

Figure 1 - Micro Signal Processor Parts

A typical application for the pSP will be a minimum con-
figuration with only one of each type element. Such an applica-

tion arises in the usual system growth shown in Figure 2, from

no specialized signal processor, to recognizing the cost-effec-
tiveness of a uSP. First, all signal processing is done by a GP ;
computer. Second, a hardwired FFT box gets introduced. Third, |
a couple of batch sizes are employed, necessitating a load-while-
processing type buffer. From there and a few more system re- |
guirement changes a uSP is justifyable. |

More powerful signal processing systems are also pos-

sible with these same set of building blocks. Figure 3a shows
one possible scheme for netting both subsystems and systems. A
key concept developed in this study is the signal processor fam-
ily capability for this design. Family features are summarized
in Table 2. The potential thus exists for a compatible Maxi
signal processor such a Figure 3b.

2
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D)

2)

3)

4)

OO0—>Z>»

FFT/MAG

)-_ 1 mux'epaD
. & DMA
{GP 1/O BUS
> MUX'EDA/D |
: & DMA A
}-'— o —————
> muxepam ] CORNER-
. X buin TURNING
> ‘_L MEMORY
. MUX'ED A/D
> & DMA [ ™ puSP

Figure 2

- Small Signal Processor System Evolution




TABLE 2
SIGNAL PROCESSOR FAMILY CONCEPT

BASIC INSTRUCTION SET PLUS EXPANSION SET
DATA & I/0 FORMAT COMPATIBILITY
COMMON SUPPORT SOFTWARE

BUILDING BLOCKS (ELEMENTS) CONFIGURABLE
FOR RANGE OF THRUPUTS: MICRO TO MAXI

PROCESSORS CAN NET IN PARALLEL AND/OR
SERIAL

MEMORY SPEED VS DENSITY EXPLOITABLE

IMPLEMENTABLE WITH TODAY'S AND TOMOR-
ROW'S LSI:
® COMMERCIAL, ARRAYS, CUSTOM
® LSTTL, CMOS-SOS, ECL, . . .

PETIATTA oe ee— —e




SENSOR | O
L G i
¢ COEF. COEF.
MEMORY MEMORY
ADDRESS AU AU ADDRE S
GEN. PIPELINE PIPELINE GEN,
DATA DATA ]
) |
SEQUENCER MEMORJES MEAORIES SEQUENCER ]

Figure 3a - Netting Subsystems & Systems

o]  ADODRESS ADORE S5 aDORESS | ADORESS
GEN, 1 GEN, 2 GEN. 3 | GEN. 4
G.P.
e : 5
MEM 1 MEM 1 MEM 2 MEM 2 COEF.
=] SEQUENCER o Ly s AER o
LOOK-AHEAD P m— i
APPENDAGE SENSOR :
e
STAGE I
¢
X
T
STAGE 2 R
A
: i
slnot 3
E
-
Figure 3b - Maxi Signal Processor -
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1.2 4SP Characteristics Summary

The uSP elements can be grouped into Control, Memory, and
Arithmetic type elements. Table 3 lists the key functions per-
formed by each group of elements. These elements are stackable
into a variety of configurations because of the standardization
applied to data transfer timing. As shown in Figure 4, the
unidirectional data buses transfer data on a four cycle timing 1
basis. These four slots transfer either two complex words or

two double length words or one of each. The timing to a memory

element or arithmetic element may differ because of the pipelined
processing of data, but only by an integer multiple of 4 clocks.

Hence, the order of element placement is restricted by what makes
computational sense, rather than implementation peculiarity.

Such time-sharing of one bus is also very pin efficient, both in
inter element connections and in buffer storage pins.

The control is composed of two elements, a sequencer and
address generator. The sequencer element takes care of program
branching, while the address generator provides both read and
write address for the various types of memories. Some of their
key features are shown in Table 4. Also shown in Table 4 is a
summary of the arithmetic pipeline characteristics. It is com-

posed of three elements, illustrated in Figure 5.

Figure 6 shows the standard interconnection of the sys-
tem elements, including sequencer, address generator, local memory,
bulk memory, coefficient memory and pipeline stages 1, 2,and 3.
There is a 16 bit I/0 bus which communicates to other uP's or
uSP's. There is a pipeline input bus and a pipeline output bus,
each of which is 12 bits and transfers data over 4 clock cycles
during one macro cycle. The address bus to the coefficient and
bulk memories also serves as a bidirectional data bus to connect
with the GP I/0, and for load-while-processing operation.
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A uSP system can also be configured without a bulk memory
element. Figure 7 shows such a configuration, where a signal
processor data to GP computer path is possible through the co-
efficient memory. This alternative provides for the very small-
est system configuration, where minimum cost of total logic is

important.

Note that the system elements have been defined to minimize 3
the number of pins. For example, two unidirectional buses of 12 :
bits are used to and from the pipeline rather than one 24 bit
bidirectional bus to reduce the number of pins to the pipeline
stages. All elements shall fit within a 64 pin interconnection,
allowing convenient size hybridization. Further when LSI densi-
ties permit, elements may be combined without increasing pin to-
tals. An example is merging pipeline stages 2 and 3 or even
stages 1, 2 and 3.

The actual element control has been chosen for straight-
forwardness rather than minimization of numbers of control bits.
Thus the address generator's memory, for example, is a little
over 16 bits wide. This simplifies the decoding logic, adds to
the intelligibility of the designs, and allows for later optim-
ization with a particular LSI technology implementation. We ex-
pect that as more experience is gathered with the uSP design,
reductions will suggest themselves. For example, the sequencer
element has dropped the operations "DEL" and "PLP" as being too :
specialized, peculiar to the 8X02 sequencer IC, and unnecessary :

to typical programs.

A hierachy of software exists when applying the uSP for a 1

given mission. Each mission, such as ground mapping, has several
modes. Those modes are composed of common algorithms such as

pulse compression or FIR filtering. These algorithms are in turn
composed of macro commands such as FFT "butterfly" or pole-pair
calculation. The actual micro bits that control adders and mult-

ipliers are really invisible to the user. 1In essence, the macro

13




commands are the instruction set for this uSP. Table 5 summar-
izes the capabilities for the uSP firmware/software. Some times
associated with various algorithms are presented in Table 6.
These times are based on readily available LSTTL implementation
using a 150 ns clock. Higher speed technology implementation
would be scaled accordingly.

As part of this study, an assembler and simulator effort
was undertaken. Effort was concentrated on the control areas,
because with the pressure of time, these represented critical
areas for validating uSP efficiency. Code was generated in For-
tran on the CDC CYBER 73 system. Coding was based on an instruc-
tion Set Processor (ISP) description for the sequencer and ad-
dress generator. More details can be found in the Simulation
User's Manual (Raytheon BR-9632), and in chapter 6 of this rer

port. Figure 8 outlines the software simulation flow.

Implementation of these' uSP elements was seriously consid-
ered. The primary emphasis was on exploiting the available
semiconductor industry LSI, both current and visible trends. Re-
cognition of the limitations of relying on the commercial world
was also considered, leading to recommended chip types whose de-
signs are quite general and yet significantly reduce the number of 3
total chips. Table 7 lists the major chip types recommended.
Table 8 shows the parts count for implementing the uSP with either
all commercial IC's today or with the best of available LSI and
using Raytheon's 300 gate array IC's to form the recommended
chip types. Note that the number of parts per element in each
group is about the same, although for different reasons, such
as memory bit width limitations or arithmetic complexity limit-

ation.

More detail on the'uSP elements is presented in the next

chapter, with the backup for its derivation following in Sections
III, IV and V.
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SECTION 11
ARCHITECTURE OF ELEMENTS

2.1 Orientation

This section develops a computer architecture basis for the
design of the micro signal processor elements, Small hardware

increases in the memory, arithmetic, control and I/O areas signi-

ficantly increase computation rate, thus increasing efficiency

compared with classic mini computer/micro processor architecture.

We foresee that many of the concepts postulated for this uSP will

appear in future versions of commercial micro processors.

Raw computing power is only one measure of the worth of any

signal processing architecture. This study has analyzed main-

stream architecture concepts in detail to judge them by quantita-

tive and qualitative measures including:

Hardware smallness, showing effects of design efficien-
cy with LSI logic and packaging technology choice

Hardware simplicity, telling the degree of design match
with off-the-shelf building blocks, and the intelligi-
bility of the logic organization

Hardware assurity, measuring implementation uniqueness
and likelihood of interfering with the detail design

Software thruput, measuring useful computer power
for the algorithm mix wanted

Software simplicity, including coding level, ease of

use, and ease of learning

Software assurity, measuring programming language
uniqueness, and likelihood of degrading the software

Technology transferability, a critical factor for mili-
tary equipment with their long development cycles com-
pared to semiconductor industry advances

21
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System efficiency covers the integration aspects not

specifically included in any of the above

Our preliminary judgement of some major candidate architec-~

tures is

summarized in Figure 9. For example, micro processors,

netted and/or with multipliers, are shown to be most desirable

from the

standpoint of hardware size and cost. However, their

thruput and software fit to signal processing are not as good

as other

alternatives.

One architecture alternative shown in Figure 9 implements
each task of a big, powerful signal prccessor with small byte-
slices of logic. ’

&= b PR R Hardware e ila‘;\al;;e—-— o, b:oﬂw-re Software Unity
Hardware Simplicity De sign Software Simplicity Design Technology System Weight
4 Smallness 1c FI1T Assurity Throughput | HOL FIT Assurity Transferable Efficiency Total
Netted 5 L 4 1 1 1 1 ' 19
Micro Processors
e A0 L S e — > e
Micro Processor 5 5 4 1 2z 1 1 2 2l
with Multiplier
e e e el e = S Gt e 1 et Gt i FS e oo e o= —
1 or 2 Bit_Byte 4 1 i #‘ 2 3 4 2 3 o
Slice Pipeline
e e e e Ios) o8 = = —
3 Bit Byte Slice } 5 2 2 3 3 4 3 3 23
| Pipeline
Micro Signal ) 4 e 4 5 i 5 B 3z
Processor
1

Mini Signal

e denty """i’_l R SheE 5 '——?'_"}“’2~‘ G | R
_ I _

FESSUR TS I SR

l Processor

| Legend: 5 indicates relative best

L | indicates relative poorest

This
and trade
fits into
nuﬁber of

Based on Risk, Availability, Experience
and Measurable Quantities

Figure 9 - Signal Processor Schemes
" (Relative Advantages of Each)

approach can theoretically take some optimum architecture
away speed for reduced hardware. Most of the logic then
two or four bit LSI CPU slices. The resulting small
interconnections often allows PROM or FPLA to replace a

collection of cascaded functions. Raytheon understands these

techniques because we have used them for fast (lusec/point) and

for small

(38 IC) FFTs. End-bit logic problems and conceptual com-

plexity of byte-slice design, however, appear to limit their appli-

cation to

fixed function signal processing. We emphasize that con-
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cepts of largr signal processors must be adapted, not adopted, to
achieve a uSP.

Also shown in Figure 9 is Raytheon's Mini GPSP, a medium
size design with many nice features, but too large for direct
application here.

The postulated micro signal processor resulting from this
study is also listed in this same table as being small but not
smallest; fitting available ICs to a great extent, but not com-

pletely; and having final hardware and software detailed by this
study.

GP computers, even those using bipolar LSI CPU slices, are
dominated in size by their general interfacing structures. Add-
ing a fast multiplier speeds up a micro or mini computer, but
still leaves thruput an order of magnitude too slow for signal
processing. Not unexpectedly, signal processors are very effi-
cient for arithmetic-oriented tasks. We claim that the uSP has
more thruput for its size by at least a couple of powers of
two than bigger signal processors. Consequently, large netted

uSP systems can be viable, opening up a wider application po-
tential.

The architecture partitioning used successively in Raytheon's
large and Mini programmable signal processor was determined to

be appropriate here. This partitioning separates the design
into elements as follows:

® CONTROL ELEMENTS:
® SEQUENCER
® ADDRESS GENERATOR
e MEMORY ELEMENTS:
® LOCAL MEMORY
® COEFICIENT MEMORY
e BULK MEMORY
e ARITHMETIC ELEMENTS
® SCALING

23 5




® MULTIPLYING
e ADDITION

The designs for each of the above elements are derived in
the following sections.

2.2 Control and Interface

2.2.1 OQverview

The control elements include a sequencer and an address
generator. ‘rne purpose of the sequencer is to determine both the
order of instruction execution and the number of times each in-
struction is repeated. The purpose of the address generator is J
to generate the required set of memory addresses for each macro
instruction cycle. Communication to the external command and
control GP computer is routed through these control elements.
Communication includes loading programs, modifying subroutine
calling parameters, reading check point values (Build In Test
Equipment or BITE), and returning target locations and strengths.

The sequencer element is deveolped in section 2.2.2. It
does the bookkeeping for nested macro loops, subroutine linking,
and parameter manipulation. A fixed timing cycle is desired to
preserve 100% arithmetic and memory utilization for the uSP.

This desire conflicts with the utilization of standard GP type
components to implement what is basically a GP type function.
Hence we have developed the novel concept of using a FIFO type
buffer interface between the sequencer and the rest of the con-
trol logic. This approach avoids the need for complex look-ahead
type sequencer instructions in this sequencer element which is
otherwise compatible with commercial micro processor sequencers.

The resulting sequencer design is shown in block form in

figure 10. The simulation of the control section is thus based ¥ 4
% L]
on two processors, the sequencer and the address generator,
24
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which are asynchronous to each other. Analytic work was also
done on the worst case code, namely manipulating an n-dimensional
matrix where each dimension is only two words wide (such as form-
ing the bit-reverse positioning of the FFT output). A suf-
ficient condition to insure 100% utilization of machine thru-
put is that the clock driving the sequencer logic must operate

at least three times that of the macro instruction rate. Since
we use four arithmetic clocks to one macro instruction, there

can even be a surplus of sequencer cycles available for time-
sharing elsewheres. The potential exists for using this sur-
plus to do most of the signal processor driving tasks usually
handled by a separate GP computer.

The uSP's sequencer instruction set has been defined for
maximum ease of use and to relate to available "sequencer" type
IC's. The number of distinct memory control and data fields is
thus larger than necessary. This can be pruned down in the next
phase when finalizing the design.

The sequencer design can accomodate future generation LSI
IC's. We expect that all of the sequencer except for the output
data segment could be replaced by the future bipolar single chip
pP's. Aside from component reduction and instruction set expan-
sion, this evolution provides potential for incorporating the GP
drive computer into part of the uSP de<ign. Such a degree of so-
phistication is not provided for this generation of uSP, although
the sequencer's operation shall be asynchronous to the arithmetic
function execution.

The address generator element provides four distinct address
ses every macro cycle. These addresses are based on either: a)
initialization to a specified location, or b) advancing by a speci-
fied increment. One address goes to the coefficient memory, one
to the bulk memory and two to the local memories. The latter two
are delayed by the arithmetic pipeline length to provide a total
of two read and two write addresses for the local memories.

Figure 11 shows the block diagram for the address generator.
26
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Note that an address width of 16 bits is provided to the data
bulk and coefficient memories. These addresses are controlled
by the address generator pointer by way of the address generator
microcode. The 16 bits allows for fractional addressing of co-
efficient tables with less than the full amount of address space.
Note also, the use of an address buffer memory that can save
either a delayed address or a data component based on an arith-
metic pipeline condition. This address manipulation capability
provides for data sorting within the uSP. Design details are
found in section II.

The control elements both have an amount of program mem-
ory. We foresee that a mixture of PRCM and RAM can be employed
for these purposes. Subroutines can be coded in PROMS while
calling sequences, including parameters to be passed, should be
kept in RAM. Some parameters can also be passed by reserved

register convention in the corresponding elements RALU's.

Several design implementations were generated for these
control elements and comparisons made of speed, area and pin
totals. A temporary edge in operating speed existed for dropping
down to MSI IC's in some areas. Hybrid packaging is a strong
contender for achieving volumetric efficiency despite 40 pin IC's.
A disturbing trend was the revelation that samples of the newest
LSI were slower than promised by significant amounts. The
potential of Raytheon's 300 gate array to make an interim design

thus becomes more significant.

2.2.2 Seguencer Design

The sequencer for the uSP aims at optimizing speed, real
estate, and simplicity. Held constant is a baseline macro coding

technique compatible with Raytheon's existing signal processors.

The sequencer block defines the order of execution and
the number of repetitions of each arithmetic pipeline macro com-
mand and each address generator group command. The sequencer
function is very similar to the basic function performed by any ¥
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of the bipolar microprocessor sequencer type chips like the
545482, 9408, and 8X02. These chips however lack the GPSP's
multiway jump mechanism based on counter status flags. There-
fore arithmetic execution cycles must be skipped some of the time
in nested looping. Here, we propose connecting a uP type sequen-
cer to the rest of the uSP through a FIFO buffer. Only a pointer
to the arithmetic unit is stored in the FIFO to indicate the in-
structions to be executed. Sequencing without an arithmetic unit
execution cycle occurs by not storing an instruction in the FIFO.

Upon machine initializaiion, sequencer execution starts
to fill up the buffer and soon gets ahead of the arithmetic unit's
address generator execution. If the buffer is full, the sequen-
cer's clock is shut off. When the buffer is empty, the address
generator's clock is shut off. The FIFO allows two different
clock rates for writing and reading. Therefor, the se-
quencer's clock cycle, which affects loading of the FIFO, can be

slower than the pipeline clock cycle, which determines the un-
loading rate of the FIFO. Thus, simple slow sequencer logic
works with high speed arithmetic pipelining.

The postulated design provides for incorporating future
generation LSI uP parts. All of the sequencer, except a portion
of memory and the FIFO and its control, could be replaced by the
coming high speed integrated puP's. Instruction repertoire would
be expanded allowing more things to happen sooner and possibly

with easier coding.

2.2.2.1 Next Address Control \

The macro instruction set postulated for the sequen-
cer next address control allows direct branching or subroutine
handling and looping by the program stack. The Branch Address/
Quantity field is 12 bits. Only 10 bits will be used for the
branch address label while all 12 bits will be available for the
quantity field used for loading the counters. For a minimal

system this field could be limited to 8 bits.
29
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The instructions are as follows:

Mnemonics Description Test Next Address Stack Stack Pointer

INC Increment X Current + 1 N.C. N.C.
BRF Test and Jump True Current + 1

False Branch Address N.C. N..C.
BRU Jump X Branch Address N.C. N.C.
POP Pop and Jump X Stack Top POP'ed Decr.

BSR Push and Jump X Branch Address Current+l Incr.

2.2.2.2 Counter Control

16 RAM words act as indexes or counters, controlled
by three mnemonics. The sequencer memory will also contain two
fields for addressing these counters; one field will be called
the main index field and the other the reload index field. The
3 instructions are as follows:

LQ: Load main index register from the quantity field

LI: Load main index register from the reload index
register

DR: Decrement, test the result for zero, and either
write the result into the main index register
if not zero or write the reload index register
into the main index register if zero.

2.2.2.3 FIFO Control

Three mnemonics control the loading of appropriate
words into the FIFO. Two different fields are loaded into the
FIFO: an 8 bit AU macro lLabel, and an 8 bit address generator
pointer for a total of 16 bits into the buffer. The 3 instruc-
tions are as follows:

AL: Always load the FIFO
NV: Never load the FIFO

XT: Always load except when the test is true
30
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2.2.2.4 Sequencer Memory

with structure as follows:

The sequencer memory will

consist of a 1K X 43 RAM

2.2.2.5 Hardware Coding Using Discrete MSI

chosen as follows.

SSI logic generates the above

TEST
OP_CODE CONDITION §,5,5,
INC B @00
POP BuCer - G 10
BSR PR T
BRU Pty L1
BRF ((CURR.+1 1 B -3
gBR. ADR. 0 8

SST OUTPUTS TO

AC 2 10

0
0
1
1L

1
1

inputs to the

the three state outputs of the adder,
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‘r BIT 0 2 I3 14 15 16 17 20 21 24 25 26 | 27 34 35 42
INST| OP CODE | ADR/QUAN CNT CON MAIN IN REL IN FIFO CON | MICRO ADGN
M INC LABEL LQ (] (o) AL LABEL LABEL
N
E BRF OR LI NV
M
o BRU 1 DR XT
N i
I por 15 15
C
S BSR
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X

W
“

i
d
0
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To accomplish the next address functions required,
a design using the Signetics 8X02 sequencer has been done (Fig-
ure 2-4). The 8X02's 4 control inputs relate to the op codes

The counter control 2 bit op codes are used to control
the RAM,

field of the main memory. The op codes will be given a bit as-

and the quantity

sigment to produce minimal logic, and they will be used to control

0X02
TEST INPUT




the three state outputs as follows:

RAM ADDER QUAN RAM

OP CODE TEST CONDITION C2 Cl OE-A G G OE-B

‘ LQ D.C. 00 1 0 0 1
LI D.C. 10 0 5 1 0

i DR 0 11 1 0 1 0
1 11 0 1 1 0

The FIFO control has a 2 bit op code for determining
when to load the FIFO with valid data. The FIFO has an input
called shift in which is used to load the data. The coding is
as follows:

FIFO
OP CODE TEST CONDITION F2 Fl . SI
NV D.C. 0l 0 don't load
AL D.C. 00 1 load
XT 0 10 1 load
1 10 0 don't load

2.2.2.6 Timing
The DR instruction represents the worst case cycle
time since this goes through a read-add-write sequence. There
are three timing paths to consider. Using data obtained from
vendor spec sheets the timing paths are as follows:

Counter RAM access + test NAND logic + 8X02 setup +
8X02 output delay + 256 X 4 RAM access.
=30+15+31+34+50
=160 ns

Counter RAM access + test NAND logic + tristate enable

+ counter RAM data setup
=30+25+15+30
=100 ns




i i
. TP S SRR "

Counter RAM access + carry bridge adder + tristate delay
+ counter RAM data setup.
= 30+30+22+30

= 112 ns

Hence, the most reasonable cycle time is a clock period of at .

least 160 ns.
2.2.2.7 Using the 2901

An alternative approach to the next address function
is to use the 8X02 with a RAM-adder combination (Figure 13).
The control logic to implement the OP CODES defined by 828150 will
be the same as before. The counter control 2 bit op codes are

used to control the 2901 as follows :

2901 INPUTS

QP CODE  TEST CONDITION  C,C, Tore Tsaz Tap o
Lo D.C. 00 2 3 7 1
LI D.C. 10 2 0 3 0
DR 1 11 2 0 3 0

0 11 2 0 4 1

The RAM A address is considered the MAIN INDEX. The RAM B ad-
1 selector which during the read

dress is controlled by a 2
cycle selects the RELOAD INDEX and during the write cycle selects
the MAIN INDEX.

The FIFO control decoding is the same as in the dis-

crete MSI design.

The DR instruction represents the worst case cycle
time. There are two timing paths to consider which are as
follows:

Counter RAM access + test NAND logic + 8X02 setup +
8%X02 output delay + 256 X 4 RAM access
65+15+31+34+50
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= 195 ns

Counter RAM access + test NAND logic + ALU setup and
carry bridge add + counter RAM data setup
= 65+15+135+30
= 245 ns

Hence, the most reasonable cycle time is a clock period of at
least 245 ns.

2.2.2.8 Comparison

The RAM-ADDER and the 2901 configuration are now com-
pared with respect to IC totals, power, package area, and pin

count.

DESIGN PARTS POWER PINS AREA

RAM-ADDER 3-29705 550=1650 28=84 9 x4 =38
1-8X02 650=650 28=28 .24 X 16 = 3.8
3-15283 100=300 16=48
4-5741 50022000 16=64
4-HEX 3-STATE 325=1300 16=64
5-SSI 100=500 14=1/0
20 1IC 6.4wW 358 PINS Vol in>

2901 1-8X02 650=650 28=28 L2 %3 = 3.
4-5741 500=2000 16=64 BEYE = .9
3-2901 1000=3000 40=120 G4 XE = 1.9
4-ss1 100=400 14=56
12 1C 6.0W 268 PINS 8.4 in’

2.2.2.9 Sequencer Outputs

The uSP Sequencer produces 4 outputs:
1. The 10 bit address field from the 8X02 which
is used to address the main sequencer RAM memory
2. The 8 bit address field from the FIFO used to
address the micro memory.
3. The 8 bit address field from the FIFO used to
address the address generator memory.
4, The FIFO empty signal which will be used in the

address generator memory control logic.
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2.2.2.10 Coding Examples

Figure 14 presents an example of a nested loop coded
on the uSP sequencer. Also listed is the resulting sequence of

macro instructions and the sequence of address increments.

Programming of a 64 point complex FFT followed by a
bit reverse routine has been completed and simulated. This
routine takes 28 lines of sequencer code to write, 319 steps to
execute, and 258 address generator/macro cycles to execute. A-
side from the initial conditions, the pipeline clock worked all
the time, doing 192 FFT butterfly macro's, 64 bit-reverse macro's
and 8 pipeline flush macro's. More efficient code could be
written, but even this effort has shown that the concept of FIFO
buffering between sequencer and the rest of the uSP is a viable

concept.

2.2.3 uSP Address Generator

The address generator creates the addresses for four mem-
ories: data memory 1, data memory 2, the coefficient memory, and
the bulk memory. The address generator control memory will be
up to 1 K words of 16 bits, and initially all RAM. This 4 cycle
machine generates an address for one memory on each cycle. The
control memory thus has 256 words for each memory. The FIFO from
the sequencer sends an 8 bit address to the MSB's of the ADGN
RAM. A 2 bit counter is used to generate the 2 LSB's to the ADGN
RAM. Each 8 bit address sent by the FIFO causes the counter to
generate 4 counts. Hence, for every 4 cycles the 4 memories are
addressed.

2.2.3.1 Instruction Set

The instruction set for creating the addresses will

consist of six instructions as follows.
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UNCLASSIFIED

i LQ ~ Load Quantity into destination
(12 bits plus 4 zeroes)
g 12 34 56 7891011 1213 14 15 16
ViU i L S | () e sty s | L
QTY DEST
2 IL =~ Add increment to low part of source and put
into destination (extend sign of increment).
D LR S U i G B
0 INC SOURCE | DEST
k 8 IH -~ Add increment to high part of source and put
into destination (zero fill LSB's of increment)
| SR T eieha Saames sl AR e | [ i L
1 INC SOURCE | DEST
4, SS =~ Add source to source 2 and put into destination
1'1] | T | R ] T
11 [1|1 ] x x x X [SOURCE2|SOURCE | DEST
®
Do LB =~ Load address buffer into destination
N | R TRESaR (e Sisan ! ShE eyl R Ccia RSN G LI
112 00l x x X X x X X X X X| DEST
6. SB - Add source to address buffer and put into de-
stination
¢ S TRy SR SRR R ST ; : RN
1110 1ix x =% xXx X SOURCE | DEST

A register to register move can be accomplished by

of zero using either instruction IL or IH. To add

the destination, instruction SS is used by placing

tion in the saurce 2 field.

The LQ instruction is

an increment
the source to
the destina-

used as follows.




e —————

0000

Q11 Q10 v e e Q0 DEST

where Q1l is bit 2 and Q0 is bit 13 in the
instruction.

The IL instruction is used as follows:

S15 514 o T .58 S7 e S0
+ 18 18 . .18 I7 sie e I0
D14 Dy D0

Where I8 (the sign) is bit 2 and I0 is bit 10 in the in-

struction and I is a 2's complement number.

The IH instruction is used as follows:

S15 814 fle S7S6 SRS UEY S0 Where I,g (the sign)
¥ IlS 114 Dt I7O s is bit 2 and I7 is bit
10 in the instruction
D15 D14 ol D0 and I is a 2's comple-

ment number.

2.2.3.2 Hardware

There are 32 source and destination registers con-
tained in two 16 word RAM's. Each of the 4 memories has 8 re-
gisters assigned to them. The 2 bit counter output is used with
the 3 bit source and destination fields to partition the 32 reg-
isters into 4 sections as follows:

QB QA RAM Addresses Selected MEMORY
0 0 UNIT 1 0o -7 DATA MEM 1
0 X UNIT 1 8 - 15 DATA MEM 2
1 0 UNIT 2 0 -7 COEFFICIENT MEM
1 | UNIT 2 8 - 15 BULK MEM
40
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When the FIFO is empty, a low signal is sent to the
ADGN clock logic. This is appropriately used to inhibit the
clocks used in the ADGN.

2.2.3.3 Timing

Two designs were done. One used a discrete RAM-ALU
configuration (Figure 15) while the other used the AMD 2901 mi-

croprocessor (Figure 16). The worst case timing path for each
design is as follows.

RAM-ALU:
FIFO access + 1KX4 RAM access + 2 to 1 select +
counter RAM access + look ahead add +
2 to 1 select + counter RAM data setup
30+50+12+23+20+12+30
177 ns

2901:
FIFO access + 1Kx4 RAM access + 4 to 1 select +
lock ahead add + 2 to 1 select + counter RAM data
setup.

30+50+20+138+12+30

280 ns

However, if a latch is put on the 1Kx4 RAM, and phased clocks
are used, then the FIFO and RAM access times become imbedded
within the machine cycle time.

Hence, the cycle times are reduced as follows:
RAM-ALU:

177-30-50
97 ns

e

2901:

g sz

280-30-50
200 ns
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2.2.3.4 Comparison

The two designs are now compared with respect to IC ‘

totals, power, package area, and pin count.

DESIGN PARTS POWER PINS AREA
RAM-ALU 1- 54163 150 = 150 14 = 14 9 x8=7.2
8-54LS253 50 = 400 16 = 128 8 x4 = 3,2
8-29705 550 = 4400 28 = 224 24 x15 = 3.6
4-545181 700 = 2800 24 = 96
1-545182 350 = 350 16 = 16
1-545158 250 = 250 16 = 16
4-SS1 100 = 400 14 = 56
ITic e W T50 PINS “X30 in?
DESIGN PARTS POWER PINS AREA |
2901 1-54163 150 = 150 14 = 14 1.2 x 8 = 9.6
8-54LS153 35 = 280 16 = 128 .24 x16 = 3.8 |
8-2901 1000 = 8000 40 = 320 ;
2-2902 350 = 700 16 = 32
1-545158 250 = 250 16 = 16
4-ssI 100 = 400 14 = 56 '
L i) o |
24 IC 9.8 W 566 PINS 13.4 in®

As seen from the two designs presented, the 2901 Joes
not lose very much to the discrete design since 8 discrete RAM's
and 4 adders are needed compared to 8 290l1l's. However, Signetics
has announced a two port 32 X 4 RAM. This will reduce the dis-
crete design by 4 IC's and about 100 pins. Further, the eight 4
to 1 selectors in each design could be replaced by a 300 gate
array. If the 16 bit address buffer outputs a tri-state signal,
and if the 12 bit quantity/increment field is a tri-state, then
these two signals are tied together to produce one 16 bit input
to the 300 gate array. Bits 0 and 1 from the ADGN control RAM
would be used to control the tri-state output enables for the two
signals and would also be inputs to the 300 gate array. This
would reduce each design by 128-40 = 88 pins. Hence, with all
improvements the RAM-ALU design would only use 362 pins while
the design would have 478 pins. The bigger RAM's for the RAM-
ALU design would also reduce the power by about 2 watts and the

area by about 3 inz.
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2.3 Memory

Memory sizes are directly driven by mission parameters,

requiring memory to be a modularly expandable item. The memory
shapes are determined by the degree of algorithm breakdown em-
ployed. We postulate that a minimum of two separately addressed
memory units are needed to keep a macro-definable arithmetic pipe-
line busy. Each of those memories can have data read from it and
other data written into it every macro cycle, with no restrictions
on allowed sequences of read and write addresses.

Data memory must supply inputs to and take outputs from
the arithmetic unit at the latter's fastest operating rate. We
postulate that each macro operation shall use no more than the
equivalent of two complex data words for input and two for output.
Hence, the memory may perform two reads and two writes at distinct
addresses during each macro execution time. The ratio between
the macro execution times and the memory cycle times will deter-
mine the degree of multibucket memory parallelism required. Using
a four-cycle ratio avoids any software addressing restrictions,
but implies use of fast memory ICs for the working data space. A
two cycle ratio requires two separate data memory elements, but
lowers the speed, and hence cost, of memory IC's.

The local memory element is blocked out in figure 17. In-
put and output data paths keep data in the same time sequence, al-
lowing for an arbitrary number of arithmetic pipelines between
memory output and input. The order of information on the data
paths is arranged to allow operation with either of two types of
memories. A memory which can read or write in one clock cycle
can serve as the address space for both memory one and memory two. |
Alternately, a memory which can read or write in two clock cycles
can serve as the address space for one data memory unit, with two
such memory units required in parallel, for system operation. This
allows a maximum of flexibility in choosing speed-density for lo-

cal memories.
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Fiaure 17 - Micro Signal Processor Local Memory Element
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Within the local memory element is a circuit that should

be considered for implementation by LSI logic, namely the conver-
sion from a unidirectional input bus to a pair of bidirectional
] busses and from a pair of bidirectional input busses to a unidir-
ectional output bus. This is essentially a combination of four
latches (or registers) plus some tri-state drivers. The number
of gates involved as well as the number of pins for a 4 or 6 bits

slice is nominal. Such a design would find significant use else-

where in the pP world compared with today's available selection
of bus drivers and buffers.

The coefficient memory element block diagram is shown
in figure 18. A combination of RAM and PRUM are provided.
PROM provides normalized vector tables, such as used in FFTs &
Magnitudes, as well as function wgightings such as Héhming or
Hanning. The RAM provides task dependent parameters such as cor- t
rection tables for sensors, as well as a path for data to enter
the pipeline from the GP I/O bus, RAM vs PROM block selection is
done by interpreting the address LSB's as block selectors, with
the next bits used for table entry interpolation, and the remain-
ing bits (MSB's) going to memory addressing.

For missions having large storage needs, such as map
manipulation,:an even slower bulk memory element is desired. We
postulate creating such a bulk storage element using denser and
slower type IC's, presumably dynamic RAM. The concept is outlined

in Figqure 19, but will not be detailed in this study due to
time and budget limitations. Among the features are:

e Both unidirectional and bidirectional data busses.

® Formatting and address modifying logic for packing/un- 1
packing several short words into one 24 bit format.

® Refresh logic with smarts to avoid refreshing locations
that have been addressed recently enough.

The overhead associated with the above features is tolerable when
considering the drastic increase in memory packing density (a
factor of 4) achieved.
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ADDRESS INPUT

PIPELINE OQUTPUT
ol
1

MODE PAGE
REGISTER

ADDRESS
' MODIFY
LOGIC

SELECT
REG ISTER DYNAMIC
I—l—-‘ RAM

LATCH LATCH

2T

REAL , 4
REFRESH 121

' i LOGIC

. TRI-STATE TRI-STATE

A4 IMAG,

SELI

ECT FORMATTING
& TRI-STATE LOGIC

! 4
Y

LATCH LATCH

SELECT
& TRI-STATE

117

Figure 19 - uSP Bulk Memory Element

Another area where significant improvement is possible
is in the combination of RAM and PROM with BITE. In the control
elements - the sequencer and the address generator - there must
be some RAM, but most code should be in PROM. Similarly, the
coefficient memory can be divided into frozen and writable memory.
Moreover, all three cases would like to allow the path from the
GP I/0 bus to write and read such data for BITE purposes. Com-
bining RAM and PROM is now occuring in the slower MOS uP world,
and should be considered now for the higher speed uSP environmemt

(see figure 20).
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CHIP P ADDRESS
SELECT DECODE

1/0 BUS

R/W

RAM
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BY 4 BITS

TRI-STATE
CONTROL

!

ADDRESS i
10
PROM
896 WORDS
BY 4 BITS
' L
GND >

vee >7“"‘ 24 PIN IC

DATA BUS

Figure 20

- RAM/PROM/BITE Chip

2.4 Arithmetic Elements

The micro signal processor arithmetic element design is

a compromise between small size and large thruput per pass.

Multiplier and add/subtractor ratios can be derived from task
analysis. Other function capability should be included in hard-

ware where computation alternatives are too slow and ICs in-

volve are few, such as leading zero detection and scaling.

To

correct a common weakness of GP computers, enough registers must
be included for minimizing storage overhead for temporary results.

Organization of registers and arithmetics is key to
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achieving thurput efficiency with an easily programmed design.

Our mini GPSP experience advocates a compromise between the struc-
tured simplicity of pipelining and the unstructured flexibility

of microprocessor CPUs. We propose each pipeline stage to have

an arithmetic function connected to a multiport register file.
Such a pipeline can execute a macro having P times as many opera-
tions as hardware by performing P calculations at each stage on

its data block before passing the results down the 1line.

Data will then enter the arithmetic pipeline unit at the
same time as the associated command, with timing of macro to mi-
cro control bit conversion to match data flow speed. We postulate
that the required phased contrcl decoder can be implemented with
PROM once the macro command set is defined, just as currently
done for GP computers, with room for future macro expansion. The
macro commands associated with data leaving the pipeline are
similarly generated to facilitate multiple AU configurations.

Control of the arithmetic pipeline is distributed be-
tween the sequencer, where a macro command is generated, and the
pipleine stages, where a macro acts. One special macro is re-
served, called SAME, to indicate that the same macro executed
during the last macro cycle should continue. The macro command
itself is distributed through the pipeline as a serial bit streanm,
to minimize pipeline connections, and to allow chaining of pipe-
line étages. Recommended, but not necessary, is the feeding of
the macro output from the pipeline back to the sequencer, to pro-
vide for BITE checks. Figure 21 shows the proposed uSP macro

decoding logic.

The arithmetic pipeline configuration will consist of
three stages; scaling, multiplication, and double adder/accumu-
lator. The design has been conceived to minimize data routing.The
expected performance capability is thus limited to a macro com-
mand involving no more than 4 multiplies and 8 additions for up-
ward family compatibility reasons, the configurations achievable
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with the micro signal processor pipeline should all have a full
parallel equivalent. Efficiency of doing double precision cal-
culations particularly with single precision coefficients, is

also an attractive feature of this AU design.

As shown in Figure 22, the first stage does scaling,
and approximate vector angle determination. The scale factor can
be set by counting the number of leading zero's of a special data
word, which is usually part of the block floating mechanism.
Single precision complex as well as double length real and double
length complex formats are accomodated. True floating point can
be obtained by doing a block floating point over one word vectors,
although this is inefficient in thruput and storage. Figure 23
lists a set of control bit definitions for micro coding the scal-

ing element operation.

Within the scaling element are two candidates for a
special implementation, a shifter and an angle estimator chip.
The commercial IC world has started to recognize the need for the
former, as witness Motorolla's plan for an ECL shift barrel. The
angle estimator is a key part of our solution to the magnitude
question. Rather than rely on the tradidional "larger plus half
smaller" or variations, an approximation scheme, now being paten-
ted, can reduce the error from +6% to below +1.4%. This stops
the trade of system performance to save a few gates. Further-
more, more accurate magnitudes are possible by iterative proces-
sing. Finally this angle estimator chip simplifies monopulse

computations.

The second pipeline element is the multiplying unit shown
in Figure 24. This element does 12 by 12 multiplications with
possibility of saving and working with all 24 result bits if
desired. Data ordering for the third stage is actually performed
within this second stage, in the order of multiplication. One of
the two inputs to this element comes from the first staae. while
the other comes from the coefficient memory. Because of the
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flexible routing empolyed, the coefficient memory path can be used
as a means of introducing fixed constants and even addresses into
the data stream. Figure 25 lists the control bits which must be

specified for each clock cycle of operation.

A data route/delay function has been outlined in Figure

24. Such a chip design has usefulness within the pSP in the mult-

iplier, the adder and the address generator elements. Delay
sizes do not exceed 32 and are typically in the 8-16 range. This
chip type is thus not intended to replace RAM, as done in RCA's
CMOS FFT chip set. We see the real problem as combining the
switching of input and output paths efficiently in the presence

of read while write RAM.

The third pipeline element contains two ALU's, accumula-
. tor registers, and a peak detector as shown in Figure 26. This
stage does the additions required to complate a complex multipli-
cation as well as the "butterfly" type combinations. Both single
and double length calculations are possible. A listing of possi-

ble adder element micro control bits are shown in Figure 27.

Implementation of the arithmetic pipeline doesn't fit the
2901 type RALU design very well. The quantity of working regis-
ters needed is typically 4 rather than 16, and only a few arith-

metic functions are required. The only available IC's for imple-

menting the scaling requirement are the low density a priority en-

coders and 4 bit shifters, and perhaps a multiplier used wastefully

as a shifter. Hence, fertile ground exists for IC type im-

provement in this area.

The above design for the multiplier and adder element has

favored functional simplicity at a cost of extra micro control com-

plexity. A viable alternative is to combine a long adder with
the multiplier element to finish the complex or double length
multiplications there. Such an alternative has been used before
at Raytheon, and reduces the flexibility required in the final

pair of adders. However, we opt here for having a more
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INPUT - 1 : A - REAL 0o o|jofo 0j0]O0
INPUT - 2 : B - REAL 01 0011 01011
INPUT - 1 : A - JMAG 110 ojf1]0 0110
INPUT - 1 : B - JMAG 111 0111 01111
INPUT - 2 : A - REAL 110]0 1j01]0
INPUT - 2 : B - REAL 0 1 11011
INPUT - 2 : A - IMAG 110 11110
INPUT - 2 : B - IMAG 1({1(1 I O -
PMO9

0 MULTIPLIER SIGNED

1 & NOT e
PM10 0 MULTIPLICAND SIGNED

1 oy NOT W

Figure 25 - Multiplying Element Macro Bits
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flexible final stage in order to accomodate the strong tendency
seen to specialize programmable signal processors by adding an
extra CFAR-type post-processor into the arithmetic pipeline.

We expect to be able to accomodate many members of the "CFAR of
the month" algorithm club with the three element pipeline. For j
those cases where significant improvement is possible by giving
in, then we need add only another identical adder element.

2.5 Arithmetic Macros

From the analysis which is presented in section 3, we
have identified the following list of basic signal processing

macros:

Vector normalize

Vector scale and add

Sum of vector elements

Vector dot product

Peak detect

Complex vector multiply

Accurate magnitude

Correlation

Complex FFT

FIR

IIR

Sliding window sum

From the above list, most of the macros can be derived

in a very straight forward manner, because the functions fall ob-
viously out of the element definitions. For example, accurate
magnitude happens by a complex word generating an angle in the
scaling element, which pulls out the appropriate unit vector from

the coefficient memory, which rotates the complex word through
multiplication and addition.

The operation of the FFT is a little more complicated and
is thus shown in Figure 28. Note that the adder pair is used
6l
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wastefully, doing 8 adds when only 6 are required. This ineffi-
ciency is is illusionary because during the 4 clock cycles
2 adds would otherwise be unused. Extension of this con-
cept to definition of the set of three macros required for double
length (24 + j 24 bits) word FFT's, is shown in Figure 29. Note
that the locations of the data in and date out are properly lined
up to allow only two local memory addresses per macro cycle, even
with double length data.

The IIR type filter is shown partitioned in Figure 30 into
the three macro's described in Figure 31. The first macro
beats the input point with the desired oscillator, and leaves the
result in the accumulators. The local memory is used to store
all filter residues. Thus a pair of zeros are computed by com-
bining two delay element outputs with the accumulator hold over.
Similarly, the macro for the pole pair ends up storing two com-
plex numbers. In this fashion the number of filter poles and
zeros is not limited by the amount of storage contained within the
arithmetic pipeline. '

Partitioning of the CFAR algorithm for the uSP arithmetic
pipeline is shown in Figure 32. Two macros are involved.
The first forms a magnitude and a sliding window accumulation.
The second macro does the actual scaling of threshold value and
comparison against the target value. Use of the adders for con-
dition testing can then tie into saving the addresses of the

selected bins in the address generator.

2.6 System Considerations

A simple connection of uSP elements into a system with one
of each type element has already been presented. This section

considers variations on the interconnection possibilities.

Simple paralleling or pipelining of elements is always
possible, such as shown in Figure 33. Conversely, selected
elements can be employed to make a compact hard-wired function,

such as the FFT unit shown in Figure 34,
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More complex netting of systems is also possible, but this de-
serves more than the usual lip service. Particular consideration
should be given to the problem of routing all the high speed data
paths in a netted system of parallel and pipelined elements. For
this , we propose the netted system router box depicted in Figure
35. Serial Transmission is employed between stages to minimize
the number of wires entering each identical unit, while still
allowing arbitrary interconnections for fault tolerant operation.
This concept of a corner-turning memory has equivalent designs

for both analog and digital switching interfaces.

| AboRess ‘
r- - eap we» e eo»
e T DATA DATA
A MEMORY MEMORY
] DATA \
MACRO l ]
CONTROL ARITHMETIC
GENERATOR PIPELINE
BATA
MACRO DATA
AL 1 AmtemEnc
! CONVERTER ! branii=
M AN S Ewe S =
J— e il

Figure 33 - System Example of Micro Signal Processor
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NETTED SYSTEM ROUTER 8OX

*MULTIPLE SERIAL INPUTS ARE CONVERTED TO PARALLEL FORM,
SELECTED, AND OUTPUTED ON TIME-MUX'ED BUS.

&
*ANALOGUE FORM *DIGITAL FORM
S S, SN S5 5, SN
LOAD
SSES 1 1 1 LOAD 1 1 1
ADDRESSE ¥ \,f ¥ e
CORNER-TURNING CORNER-TURNING
CCD MEMORY DIGITAL MEMORY
| OUTPUT
ouTPUT *‘ SELECT ol
ORDER

*SYSTEM APPLICATION

UNIT W,

W2 WN

PAR, TO PAR. TO PAR, T
SER SER SER

i

]
[ ROUTER] ] I ROUTERJ l I lROUTER I ]

2 XN

~

Figure 35 - Netted System Router Box
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At some point, netting small uSP's should give way to use
of a more powerful unit, here called a MAXI SIGNAL PROCESSOR.
We postulate that there should be, for the same technology im-
plementation, a factor of four difference in thruput and size be-

tween thes: two units. Certain compatibilities can be preserved
between the two, leading to the concept of a family of program-
mable signal processors. The following lists some of the ways to
grow from the uSP design to this Maxi uSP.

® SEQUENCER: * DOUBLE-BUCKET ON TWO UNITS
* LOOK-AHEAD ON COUNTERS
® ADDRESS GENERATOR * PARALLEL TWO OR FOUR UNITS

® DATA MEMORIES * SEPARATE MEMORY ONE AND TWO
* DOUBLE BUCKET EACH FOR READ WHILE
WRITE
® ARITHMETICS * PARALLEL FOR COMMON OPERATIONS ON

DIFFERENT DATA
* SERIES FOR MORE COMPLEX MACROS
* INTERLEAVE FOR HIGHER THRUPUT
* PUT IC'S INTO SINGLE PHASE VERSION
® SPECIAL FEATURES * CONFIGURE AU STAGES AS NEEDED FOR
HARDWIRED FUNCTIONS

Ak







SECTION 11
TECHNICAL DISCUSSION

3.1 Problem Statement

A typical avionics processing system is shown in Figure 36
to illustrate the signal processing tasks to be discussed. The
signal processor input is a video or IF signal from the receivers.
Its output is the processed and reduced data in digital form suit-
ably formatted. This output is transferred to a control computer
or display.

The signal processing task is, in brief, to flow a set of
data through a sequence of filters one after the other. The
objective is to tag the location of a handful of target data
points in the vast quantity of noise and/or clutter. A typical
filter algorithm is a sequence of operations consisting of memory
storage, arithmetic operations (such as addition, subtraction,

multiplication) and some data switching.

VIDEO OR DIGITAL
I.P% |
v !
| | ™1 DISPLAY
! ANT. | l
i RevR | T ] SIGNAL l
| ' :
[ b
. | CONTROL
' | COMPUTER
;oo
OTHER |
CONTROL
VN — e e t—————

Figure 36- signal Processor in Typical System
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Note also that Figure 36 does not distinguish between those

signal processing tasks which are performed by analog hardware

and those done digitally.

The exact boundary is a function of

the performance desired for the price and the state of technology,

rather than any fundamental limitations.

stantly changing in favor of more digital processing.

That boundary is con-

Thus, an

all-digital signal processing element is developed, based on con-

sideration of all the required basic signal processing algorithms.

Furthermore, this study shall concentrate on programmable approa-

ches to digital signal processing,

rather than hardwired (e.g.,

fixed function) digital processing because of the system advan-

tages outlined in Table 9.

TABLE

9

PROGRAMMABLE D1GITAL SIGNAL PROCESSING ADVANTAGES

Programmable
Topic Digital Analog Hardwired Digital

|Hardware Utilization| High Low Low

i on Multimode appli-

cations

Reliability Improve-| Graceful degra- |[Close Temper- | Duplication
ment Techniques dation; Frac- ature Control;

‘ tional redundancy|Duplication

) Number of module Few Many Many

l types

| Ease of accommoda-| Software change |New Module More Modules
‘}tlon of new modes designs

!Ease of parameter Software changes|Component At least system
|changes changes at wiring changes
1

i least

!Cost of dynamic
rrange considerations
I

|

Efficient operating
modes

Automatic scaling
is incorporated
with no losses

"Batch or real-

time or delayed

74

Device preci-
sion determines
cost and accu-
racy

Real-~time

Word length and |
position varies
from one function
box to another

Real-time or
delayed

1




With a general purpose (GP) computer, data points are fed
into the main memory either once before calculations or contin-
ually on an interrupt basis. A single limited-capability arith-
metic section performs all of the required transformations under
program control. Each arithmetic calculation (i.e., add or sub-
tract) requires a separate instruction, A sequence of instruc-
tions for a given transformation forms a subroutine, and a part-
icular sequence of subroutines corresponds to one processing mode.
No specialized hardware design is required.

Use of GP architecture does require, however, that sufficient
computation time be available. Data sets must arrive w{th enough
time between successive sets to perform all the required calcu-
lations. Alternatively, the average time between arrival of data
points on an interrupt scheme must be enough to do an appreciable
amount of computation. Problems occur if data arrives at higher
rates. A typical GP computer architecture becomes limited on any

or all of the following:

® The input/output interrupts reduce available time for real

computation

e The time to set up each calculationand do bookkeeping

further reduces actual computation time

® The quantity of arithmetic operations required may just
exceed the maximum possible capability of the arithmetic

hardware

® Parallel processing adds arithmetic capability, but also
adds much overhead for coordination and system allocation

Signal processinc thruput requirements are higher than those
obtainable by GP approaches. Using today's LSI technology, a
16 bit minicomputer with overlaped operation can give add times
of 0.25 usec and multiply times of 5 usec for a thruput of 700 to
1200 KOPS (thousands of mixed operations per second). Speed-up
appendages such as a hardware multiplier and shift barrel can
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further extend this GP KOP rate two or three times more. How-
ever, thruputs at least an order of magnitude higher require
exploiting the restrictive nature of signal processing tasks, such
as the regular repetition of identifiable macro arithmetic opera-
tions.

3.2 Key Principles and Technigques

The design of the micro signal processor elements (uSP) will
be derived by combining top-down analysis of avionic processing
requirements with probable future technology directions, and re-
levant computer architecture concepts. Out experience on similar
efforts indicates that a workable degree of linear separation
exists between these investigations. Each such investigation
adds restrictions on the range of viable alternatives open for
the design details of the uSP, leaving the outline of the advo-
cated approach.

Some initial constraints can be placed on the uSP by a quick
view of signal processor application boundaries over ground, air-
borne and missile applications. Table 10 summarizes the normal
signal processing categories seen at Raytheon for recent real and
proposed applications. Thruput, as measured in terms of real
multiplies per second, varies from 0.3 MHz to 60 MHz rates.
Storage needs vary from a few thousand bits to a few million bits.
Consequently, signal processor sizes vary from thirty chips to
ten-thousand chips, with power consumption ranging accordingly,

; Satisfying this three orders of magnitude variation cannot be

| done effectively with one design. Hence, we shall eliminate

the applications on the large end as unsuitable for defining a
MSP. Also the smallest missile tasks will not be considered

1 since they end up as extremely specialized implementations (at

. least today). Remaining are the small ground applications,

small to medium airborne applications, and medium to large missile
applications. RPV applications also are suitable for this uSP,

being equivalent to a large missile in computation requirements.
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APPLICATION CONSTRAINTS

TABLE 10

Packaging Notes

SRR

“Micro Signal Processor Application Objectives:

Ground - Small Sizes

Airborne - Small to Medium Sizes

Missile - Medium to Large Sizes

Almost any scheme

Atr Dimensions,
Cooling problems,
Minimum cable quantity

Battery and cooling
problems, special card
shapes, serial 1/O

Throughput
(Multiplies/sec) | Memory | IC Quantity | Power |{Ca:d Area
Use (MHz) (Kilobits) (K) (W) (in. €)
60 2,000 10 5, 000 =80
SexOR0g 6 200 0.7 200 wilk o
20 600 3 900 =40
sy 2 30 0.2 500
3 60 300 100 <20
Missile 0.3 3 30 10
essential
=] S A R

Signal processing involves the high speed manipulation of
sensor data to extract the significant information from the back-

ground.

mation.

Processing also depends on the end use of that infor-

Radar signals - are detected against a white noise back-

ground by matched filtering, to enhance signal-to-noise

(S/N) ratio and remove clutter masking targets

Image processing - improves image quality by contrast

enhancement, edge enhancement, etc, or extracts promin-

ent features from the background to simplify transmission

or subsequent calculations like correlation or tracking

EW - includes sorting of video pulse descriptions by ar-

rival angles and center frequency unitl pulse repetition

intervals can be accurately determined

Communications - includes speech compression and video

band width compression in preparation for secure or jam-

resistant transmission or compressed data storage.
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Our approach to the analytic aspects of designing these pro-

grammable signal processor thus proceed top-down as follows:

Mission - Analysis of system modes and their constit-
uent algorithms bounds thruput, storage, and

algorithm variety needs

Function - Analysis cf the required algorithms and
alternative computation approaches bounds ratios
of calculation components, word formats, interconnec-

tions

Fnvironment and Technology - Analysis of a particular

application environment and a technology snapshot
constraints logic type, packaging and many processor

features

Arthitecture - From analysis of competitive architec-

tures, firmware tradeoffs, and past experience, mod-
ularity directions are defined and a design detailed

Candidate Fit - Trying the postulated design against

the evolving system modes tells the size, thru-
put, ease of use and other measures of design cost/

effectivity.

Note that mission analysis is listed before function analysis.
Some basic function analysis can occur independent of the mission
analysis. However, determination of arithmetic thruput rates,
ratios, and accuracy depends on first defining example missions
to ensure algorithm exhaustiveness and to explore alternative
orderings and computation schemes. Out experience is that there
is a factor of two in performance to be obtained by careful task
analysis and maniputation to exploit the programmability of dig-
ital SPs. Hence performance analysis started under this study

at the same time as function analysis.
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3.3 Performance Analysis

A signal processor has several levels of programmability.
At the highest level are the modes of a system mission which
enhance detectability of different kinds of targets in various
environments. These are composed of processing algorithms such
as described in the preceding subsection. The latter are, in
turn formed by a number of passes through the arithmetic unit,
with each pass being a macro instruction execution. Macros are
created by combining the micro command bit fields of the adders,
multipliers, scalers, working registers, and routing.

In this subsection several different signal processing
missions are examined in general and in detail. Examples include:
synthetic aperture strip map, A/A search and track, fast and slow
ground moving target indication, RF signal sorting and class-

ification, and voice coding.

3.3.1 Strip Map - General

In strip mapping, a large area map is synthesized

from a set of smaller maps, each of which has a relatively small
number or range cells. The system flow diagram is shown in Fig-
ure 37. Complex data from A/D converters first goes through a
Rarker code pulse compression and then motion compensation. Phase
shifting of the data with complex multiplications removes the fre-
quency off-set due to antenna squint and frequency changes due

to geometric distance from map center. Next, a weighted sum of
several PRF samples, formed for each mapped range interval by a
low-pass FIR figter, is buffered and corner turned to gather all

samples from the same range cell on the ground.

Range data is then spectrum analyzed, with weighting
S X sidelobes. After FFT cal-
culations, doppler cells at the ends of the spectrum are dropped.

applied before the FFT to reiuce

Magnitude and integration of the data yields a map for display.
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3.3.2 A/A Search and Track - General

The A/A search and track system chosen uses low PRF
waveforms when looking above the horizon and high PRF waveforms
when looking below the horizon. In both modes, the waveforms are
processed coherently. Combinations of PRF variation and multiple
looks provide for resolution of range and doppler ambiguities.

We will explain a high PRF operation with eight range gates.
Track waveforms are the same as the search waveforms but with

two of the range cells filled by data from the monopulse differ-

ence channels.
The flow chart of the system is shown in Figure 38.

Pulse compression has not been included in this system. First,
correcting the signal for I/Q unbalance in the quadrature demod-
ulator permits discrimination of the target from images in the
doppler region representing large amounts of ground clutter.

Correction factors are determined by pilot pulse measurements.

Figure‘-?.-7 ~ SAR Strip Mapping Flow

FROM A/D T FROM A/D T
BARKER 1/Q CORRECTION
CODE PULSE
COMPRESSION j
J MOTION
MOTION COMPENSATION
COMPENSATION T
J ROUGHING FILTER
WEIGHTED
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J CORNER-TURN
BUFFER
CORNER-TURN i
BUFFER
i WEIGHTED FF1
WEIGHTED 1
FET i 1
f MONOPULSE )
RATIO MAGNITUDE
FENCING ‘
1O ANGLE
i TRAC KER i j
RANGE DOPPLER
MAGNITUDE CFA
& INTEGRA TE 4 INTERP INTERP
DETECTION 10 RANGE 1O VELOCITY
10 DISPLAY o IRACKER TRACKER |

Figure 38 - A/A Search and Track Flow
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Then motion compensation by phase shifting the signal occurs,
to position the ground clutter for removal by an FIR or an IIR
roughing filter. The data is then buffered until all points
have been acquired for a spectrum analysis. The spectrum an-
alysis uses time weighting at the FFT input to reduce the
sin X j3elobes.

Subsequent operations depend on the operating mode. In
the search mode, the complex FFT outputs are magnituded, followed
by CFAR detection. 1In the track mode, the antenna pointing error
is computed from the outputs of the sum and difference channels
at the predicted target range and doppler. Target range and

velocity interpolations are also made.

3.3.3 Ground Moving Target Indication - General

GMTI systems are concerned with fast and slow moving
targets. We differentiate between these two by noting that an
area on the ground will be illuminated by the main beam of the
radar. The doppler shift of fast targets only competes against
sidelobe returns of fixed reflectors and are easily detected
and tracked with roughing filtering and spectrum analysis.

Slow targets present the more difficult resolution problem be-
cause their doppler shift competes with the mainlobe returns of
fixed targets due to aircraft velocity and pointing angles. A
technique under development at Raytheon uses monopulse sum and
difference ratios for all instrumented range/doppler cells. 1In
cells containing a slow target and some ground clutter the real
and/or the imaginary part of the monopulse ratio will fall out-
side its expected value , allowing detection. In Figure 39 the |
sum and difference signals flow through identical processing
initially. Motion compensation corrects for nonuniform air-
craft velocities and centers the main doppler beam on zero

frequency. A roughing filter is applied to each range cell in
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Figure 39 - A Slow COMTF System

the interval where the difference channel is well behaved.

After sampling rate reduction, data is buffered, then spectrum
analyzed with a weighted FFT. Next, a complex monopulse ratio

is formed for each of the instrumented range doppler cells.

Then for each doppler cell of the sum and difference channel,

an averaging over range is done to establish ground clutter
statistical measures. These statistical measures set thresholds
against which cthe complex monopulse ratio will be compared to

obtain target indications.

3.3.4 Radar Air to Ground Processing - Detail

A representative set of processing reguir
postulated for an advanced air-to-ground rada:

order to detail the algorithms required and ty; a
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loads. Two major modes were considered;

1) Strip mapping and ground moving target detection
(GMTD)

2) Spotlight, ground moving target track (GMTT), and
missile retransmission processing (RETRAN).

These are essentially search/acquisition, and target track/
missile guidance. For the STRIP MAP and GMTD mode, basic pro-
cessing uses a presumming filter for bandwidth reduction while
the second mode uses FFT roughing filters. Also mode 1 uses
complementary Golay code pulse compression with side lobe im~
provement by addition of sequential returns, while mode 2 uses
Golay code pulse compression by replica convolution only.

For mode 1, the flow diagram is presented in Figure
40. An analysis of the computation requirements of each of the
constituent functions is presented in Table 1l1l. Clearly, the
processing up through motion compensation dominates the total,
with Golay pulse compression dominating most of the loading.
For example, with typical PRF rates, the Golay code processing
is up in the area of several hundred million adds per second.
This is beyond the range where the uSP even in netted systems
is appropriate, leading to the recommendation that this front-
end task be considered for specialized sub-nanosecond logic
implementation. Conversely, the processing after the weighted
presumming is easily within the postulated capability of only
one uSP.

The flow chart and functional analysis for SPOTLIGHT,

GMTT and RETRAN mode are given in Figure 41 and Table 12 re-
spectively. It is assumed that missile returns for sum and
difference channels are frequency multiplexed together. FFT
roughing is used to de-multiplex the Fl spectrum. Again the
major computation loading is around the Golay code pulse com-
pression. The FFT roughing filter however, now represents a
significant computation load, say 5 to 10 uSP's worth.
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All the remaining processing, including the presum, FFT, and
post processing generally can be placed into one uSP.

For both modes a significant amount of bulk memory i
is required, somewhere in the vicinity of 2 to 8 million bits ?
of memory. When this amount is made of 4K bits per chip, sys-
tem size is dominated by memory modules. Hence, the use of 16K

bits per chips is necessary for memory sizes to be comparable

to the advantages obtainable with LSI proccssor sizes. Shift
register type memories severely restrict the choice and se-
quence of processing algorithms. Hence, we emphasize the choice
of random access memory, even though this entails dynamic mem-
ory elements and the problems of meshing refresh cycles into

the high thruput orocessing scheme.

Trade-offs exist between storage and processing, with-

out degrading display performance. Smaller presumming sizes
require larger FFTs with selection of fewer outputs from the
FFTs. Without taking sides on this perennial design question,
we prefer to push the technological capability to provide sig-
nificantly greater amounts of both storage and programmable 3
thruput capability in smaller spaces. That is the fundamen-
tal thrust of uSP development. ,

3.3.5 Linear Predictive Processing

3.3.5.1 Introduction

This subsection details some typical processing ‘
tasks involved in a communication-type application. Adaptive

predictive processing represents a category of computations which

can be handled efficiently within a micro signal processor.

This category is also representative of higher thruput video
communications signal processing, where the primary objective

is a drastic reduction in the video bandwidth necessary to

represent the sensor information before entering into a jam- -
resistant transmission process.




A growing interest can be expected in the ap-
plication of these algorithms to radar target detection and
tracking. A drawback is that the processing load increases
several times over conventional frequency domain processing with
FFT's and CFAR's, but the payoff is greater in the enhanced
discrimination of closely space returns. Examples are small
targets in the presence of a large target or jammer, and mov-
ing target indicators. Figure 42 summarizes these concepts.

Incidently, one of the differences between the
various batch type adaptive discrete filtering schemes is in
the assumptions made about the data behavior outside the batch
interval. For example, the maximum likelihood method when used
to operate an autoregressive filter assumes that the data is
zero outside the interval. The maximum entropy method makes no
assumptions whatsoever. In contrast the standard FFT assumes
that data is periodic outside the region given, with a funda-
mental period equal to the batch size.

In communications, a Vocoder represents one of
the more fruitful areas where the Micro Signal Processor could
be applied. At least two applications of this type have been
documented. Weinsteine [l1] * described the use of the Lincoln
Labs Fast Digital Processor as a Linear Predictive Vocoder.
Goldberg and Arcese [2] showed that adaptive predictive encoding
could be done using the Sylvania Programmable Signal Processor.

These Vocoders convert analog speech into a dig-
ital representation for transmission on a communications channel.
During processing they compress the speech and reduce the bit
rate on the channel by a factor of about 10 while maintaining
the speech quality.

There are two primary motivations for digitizing
the speech signal. First it greatlv simplifies and ecomomizes

* Note: References indicated are those found in section 3.3.5.6
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YIELDS IMPROVED FREQUENCY RESOLUTION RELATIVE TO BATCH SIZE

USED TO LOCATE SPECTRAL COMPONENTS OF COMPLEX SIGNALS

CONTINUOUS: KALMAN FILTERS
APPLICABLE TO: NAVIGATION
STABILIZATION
TRACKING
USED TO ESTIMATE PARAMETERS OF SIGNAL CORRUPTED BY NOISE

ESTIMATED PARAMETERS: FREQUENCY, RANGE, ANGLE, AMPLITUDE | 4

Figure 42~ Adaptive Discrete Filtering

any repeaters required in the system. Second it admits the use
of encrypting to obtain the advantages of a secure communica-
tions channel. 1In this study, one form of Vocoder is postulated
and the processing load imposed by it on the signal processor
is evaluated. This system follows the work described by MAR-
KEL [3,4,5,6,7].

3.3.5.2 System Concept

A Vocoder system consists of: a) a voice dig-
itizer that accepts speech and converts it to a compressed
digital representation, b) a digital communications channel that
carries the digital message from the originator to a receiver,
and c) a voice synthesizer that synthesizes a speech signal

from the digital representation. These elements are arranged
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into a system as shown in Figure 43.

SPEECH VOICE DIGITAL SPEECH SPEECH
e I ‘
g DIGITIZER COMMUNICATIONS SYNTHESIZER —_OTITI'—.
CHANNEL
Figure 42 - Vocoder System

The ability to reduce the bit rate required for
the speech is based on the model of the vocal mechanism shown

in Figure 44.

L
HARMONIC
GENERATOR it
sounns
VOCAL SPEECH
TRACK
FILTER =nate
UNVOICED
bl SOUNDS
NOISE
GENERATOR

Figure 44- Model of Vocal Mechanism

In this model speech is assumed to be either a
harmonic signal whose spectrum is shaped by the vocal track
filter for voiced sounds, or white noise that is shaped by the
vocal track filter for unvoiced sounds. Although speech con-
tains high frequency signals, the vocal mechanism can only
modulate these signals at some low rate.

If for this system we can determine signal amp-
litude, voiced or unvoiced, pitch if voiced, and about 12 vocal

track parameters as a function of time, realistic voice
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reproduction can be realized at the receiving station.

In the operation of the system the speech is
filtered, sampled, and A/D converted as a first step in op-
eration. The speech samples are then partitioned into segments
about 25 milliseconds long. For each of these segments, the
various model parameters are extracted, encoded and transmitted.

The receiving station is described in Figure 43.
Here, a harmonic generator, a noise generator, and a voiced/
unvoiced switch are controlled by the appropriate model para-
meters. The resulting output is filtered by an all pole fil-
ter whose characteristics are determined by the vocal track

parameters.

3.3.5.3 Vocal Track Filter Coefficients

The vocal track filter can be represented (to the
accuracy required, as demonstrated by experiments) by an all
pole filter. The location of the poles, or their equivalent are
the vocal track parameters. Conceptually, the pole locations can
be determined by synthesizing a zeros only filter whose output

is white noise when driven by speech signal. The filter so syn-
thesized is a linear predictive or autoregressive filter.

Three major steps are used in extracting and pre-
paring the vocal track parameters for transmission. First the
autocorrelation function for each set of input samples is gen-
erated. This calculation can be accomplished using FFT proce-
dures, or by an accumulation of products procedure. For the
size of the sets, and the number of autocorrelation coefficients
extracted, the latter procedure is slightly more ecbnomical.

In either case, this computation is the major portion of the
computing load.

In the second step, the coefficients of the
autoregressive filter are determined. The autoregressive filter
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has a transfer function.

=

H(z) = ai 2 a =1

M
1=

0

The set of coefficients [ai] of this filter are
detemmined by an algorithm of the type shown in Figure 47.
This algorithm is a simplified version of Robinson's algorithm
[8] as developed by MARKEL and GRAY [5].

The third step is to prepare the coefficients
for transmission. Fettweis [9] showed that Digital wave filters
require fewer digits for the multiplier coefficients than more
conventional structured IIR filters. By transforming from the
filter coefficients {éi} to wave filter parameters {knJ the
amount of data required for transmission can be reduced. An
algorithm for making this transformation was described by GRAY
and MARKEL {6].

From a signal processor viewpoint, these several
algorithms consist primarily of real adds and multiplies with
an occasional divide. The algorithms have a regularity that
make them amenable for use in a signal processing structure.

In the Robinson Algorithm, Markel and Gray [5] showed by sim-
ulation that 19 to 22 bits will be required in floating point
calculations to insure the stability of the filters.

The wave filters as described by km are precisely
equivalent to the "PARACOR COEFFICIENT" derived by ITAKURA and
SAITO (10]. Therefore, that form of voice processing to deter-
mine vocal track parameters is included within the signal pro-

cessing structure being examined.
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3.3.5.4 Other Parameters

The other parameters of the system include: a
voiced/unvoiced decision, pitch for voices sounds, and signal
level. The general procedure is to procesg extensively to get
a good chance of making a correct choice and then clean up
the results using a set of logical decisions. The processing
up to this last point is of the type normally done in signal

processing. The logical processes will require either a small ]
GP computer, or a look-up table decision netword. The processing
steps which follow Markel and Gray [7] include the following:

1. Test the zero crossing rate of the input samples at an
8 KHz rate. If less than 2 crossings per millisec<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>